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Theories of attention argue that objects are the units of attentional selection. In real-word environments such 

objects can contain visual and auditory features. To understand how mechanisms of selective attention operate 

in multisensory environments, in this pre-registered study, we created an audiovisual cocktail-party situation, 

in which two speakers (left and right of fixation) simultaneously articulated brief numerals. In three separate 

blocks, informative auditory speech was presented (a) alone or paired with (b) congruent or (c) uninformative 

visual speech. In all blocks, subjects localized a pre-defined numeral. While audiovisual-congruent and unin- 

formative speech improved response times and speed of information uptake according to diffusion modeling, 

an ERP analysis revealed that this did not coincide with enhanced attentional engagement. Yet, consistent with 

object-based attentional selection, the deployment of auditory spatial attention (N2ac) was accompanied by visuo- 

spatial attentional orienting (N2pc) irrespective of the informational content of visual speech. Notably, an N2pc 

component was absent in the auditory-only condition, demonstrating that a sound-induced shift of visuo-spatial 

attention relies on the availability of audio-visual features evolving coherently in time. Additional exploratory 

analyses revealed cross-modal interactions in working memory and modulations of cognitive control. 
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. Introduction 

Theories of attention argue that the units of attentional selection –

oth in vision and audition - are individuated perceptual objects ( Shinn-

unningham, 2008 ). In order to selectively attend to what is perceived

s a coherent percept, the brain must first solve the problem of bind-

ng stimulus features that belong together, while separating them from

otentially overlapping signals not coming from the same source. This

omputational problem is commonly referred to as auditory scene anal-

sis in audition ( Bregman, 1990 ) and as image segmentation in vision

 Driver et al., 2001 ). Binding linked features from a common source

oes not only pose a problem within sensory modalities, but has to be

xtended to a multisensory dimension, particularly in natural environ-

ents, in which auditory and visual signals are seamlessly bound into

 coherent audiovisual percept ( Bizley et al., 2016 ). Consequentially,

he demands for attentional selection are multimodal in nature. For in-

tance, having a conversation at a crowded restaurant becomes easier

hen attending to your friend’s face and mouth movements in addition

o their voice. In contrast, looking at your friend’s face while eavesdrop-

ing on the conversation at the neighboring table will be more effortful

 Bizley et al., 2016 ). These real-world examples demonstrate how mul-

isensory objects might be more easily segregable from competing stim-

li and how principles of object-based attention are straightforwardly
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053-8119/© 2023 The Authors. Published by Elsevier Inc. This is an open access ar
pplicable to situations requiring audiovisual processing ( Lee et al.,

019 ). Yet, to date, the selection of task-relevant objects from a crowded

cene and its neural underpinnings have been primarily investigated in

 unisensory context (see e.g., for an overview Lee, 2017 ). 

An object-based attention account makes one fundamental predic-

ion: that is, when attending to one feature of an object, the unattended

eatures of the same object will also be prioritized ( Blaser et al., 2000 ;

’Craven et al., 1999 ). Applying the same logic to multisensory signals,

his means that attention should also spread to simultaneously present

eatures across modalities if those are perceived as belonging to the same

bject. In line with this prediction, in a combined EEG and fMRI study,

 Busse et al. 2005 ) showed enhanced activity related to the process-

ng of centrally presented, irrelevant tones when the tones co-occured

ith a covertly attended, lateralized visual target stimulus compared

o when paired with an unattended visual stimulus. Specifically, ERP

ubtractions isolated a multisensory attention effect for the tones over

ronto-central areas, emerging at around ∼220 ms and lasting until ∼700

s following stimulus onset, while fMRI results confirmed that the ef-

ect entailed enhanced activity in auditory sensory cortex. The authors

nterpret their results as a late, object-based attentional selection pro-

ess, indicating that the attended visual as well as the initially unat-

ended auditory stimulus at a discrepant location are grouped together.

long similar lines, a study by Van der Burg et al (2011) investigated
 March 2023 
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Fig. 1. Experimental Design. (A) Overview of the experimental setup and conditions. For video presentation, two monitors were mounted to the right and left 

of central fixation at a viewing distance of 1.5 m. A loudspeaker was mounted underneath each monitor. Acoustic speech was either presented (i) without visual 

information, (ii) together with congruent visual information or (iii) together with uninformative visual information. Conditions were presented block-wise. In all 

blocks, participants were asked to indicate the location (left vs. right) of a pre-defined target numeral. Participants were instructed to respond as accurately and as 

fast as possible. Responses were given by pressing one out of two buttons with the index and middle finger of their dominant hand. (B) Exemplary illustration of a 

video sequence of a female speaker uttering short verbal stimuli. Please note that in each trial two stimuli were concurrently presented. The depicted sequence only 

shows an exemplary video sequency at one of the two locations. 
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RP correlates of visuo-spatial attentional selection in an audiovisual

earch paradigm. They asked participants to monitor a dynamic search

isplay of several diagonal lines that changed orientations at pseudo-

andom intervals. Subjects had to respond whenever a distractor line

hanged into a target line with either a horizontal or vertical orien-

ation. A concurrently presented sound either occurred in synchrony

ith the target orientation change (AV-target) or simultaneously with

 distractor orientation change (AV-distractor). Again, in line with an

bject-based attention account, a sound-elicited N2pc component – indi-

ating the focusing of visuo-spatial attention ( Luck and Hillyard, 1994 )

occurred irrespective of whether the simultaneously presented visual

timulus was a target or an irrelevant distractor ( Van der Burg et al.,

011 ). The authors interpret the presence of an N2pc in AV-target as

ell as AV-distractor trials as evidence for an automatic integration of

he sound and the visual stimulus. 

Notably, the studies described above all presented the sounds

nd the visual stimuli at disparate locations, thus creating illusion-

ry percepts of a combined audiovisual stimulus emerging from the

ame spatial location. Moreover, both Van der Burg et al. (2011) and

usse et al. (2005) chose auditory input as the task-irrelevant modal-

ty, hence, leaving open to what extent the observed phenomena are

i-directional. Lastly, they used temporally coherent, but otherwise dis-

arate cross-sensory features that have no presumed natural connection

e.g., checkerboard stimuli and a tone pip); hence, they disregard the

ossibility that both modalities could provide complementary or redun-

ant information that is linked in a meaningful way. 

Addressing those open questions and constraints, this preregistered

tudy ( https://osf.io/vh38g ) aimed to shed light on the neural basis of

ttentional focusing within multisensory environments, using natural

udiovisual speech stimuli. Across three different task-blocks, partici-

ants were asked to indicate the location of a pre-defined target nu-
2 
eral (e.g., “one ”) among a set of two simultaneously presented numer-

ls (e.g., “one ” on the left side and “five ” on the right side; see Fig. 1 ).

ach trial contained two different numerals, pronounced by a different

peaker. Depending on the block, the two acoustic speech stimuli were

ither presented (a) without any visual information (auditory only),

b) together with congruent visual information (i.e., a recording of a

peaker’s face, in which the lip movement matched the presented audi-

ory information) or (c) together with uninformative visual information

i.e., a recording of a speaker’s face, in which the lip movement did not

atch, but pronouncing a ‘ba’ lip movement). Participants made their

esponses (i.e., left vs. right vs. no button press in target-absent trials)

ith their dominant hand. Noteworthy, as in our previous investigations

 Begau et al., 2021 , 2022 ), the visual stimulus material consisted of nat-

ral recordings of a speaker’s face, allowing for an ecologically valid

imulation of a multi-speaker scenario. 

This allowed us to answer three overarching research questions:

irst, we aimed to investigate to what extend the presence of congru-

nt or uninformative visual information aids the listener to select the

elevant sound from a mixture of competing inputs in a multi-talker en-

ironment. To this end, we examined behavioral performance measures

s well as N2ac amplitudes as a correlate for auditory attentional focus-

ng ( Gamble and Luck, 2011 ). Second, the present task setup allowed

s to investigate whether audiovisual events automatically induce both

uditory and visual selective attentional orienting, even if only the audi-

ory modality contains task-relevant information; alternatively, a priori

nowledge about the fact that visual speech content was uninforma-

ive (i.e., an unspecific ‘ba’ lip movement) could suppress visuo-spatial

ttentional orienting. To this end, in addition to the auditory N2ac com-

onent, the N2pc component serves as a correlate for visual attentional

election ( Luck and Hillyard, 1994 ). Lastly, inspecting N2ac and N2pc

atencies allows conclusions regarding the question whether the timing

https://osf.io/vh38g
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a  

M  

d  
f auditory and visual attentional selection in audiovisual scenes is like-

ise dependent on the informational content (i.e., meaningfulness) of

he visual input. 

Taken together, to unravel the interplay and temporal dynamics

f unisensory attention mechanisms in an audiovisual multi-talker en-

ironment, our pre-registered hypotheses focused on behavioral ef-

ects as well as the N2ac and N2pc components. However, addi-

ional exploratory analyses also considered subsequent, lateralized

omponents to uncover potential cross-modal interactions in work-

ng memory, related to the in-depth analysis of task-relevant infor-

ation ( Jolic œ ur et al., 2008 ; Mazza et al., 2008 ; Töllner et al.,

013 ). Moreover, a growing body of work emphasizes the relevance of

eural oscillations for multisensory processing (reviewed by Keil and

enkowski, 2018 ). In particular, modulations of theta power (4-7

z) have been associated with the detection of audiovisual incongru-

ncy and the need for cognitive control during audiovisual integration

 Begau et al., 2022 ; Morís Fernández et al., 2018 ). Hence, in addition,

ime-frequency dynamics underlying attentional orienting in this multi-

ensory cocktail-party scenario were explored. 

. Materials and methods 

The hypotheses and methods were preregistered on the Open Sci-

nce Framework ( https://osf.io/vh38g ) after data from six subjects had

een collected, but before any of the behavioral or ERP data was ob-

erved or analyzed. Deviations from the pre-registered analysis pipeline

re specified in the text and further explained in Section 2.10 . Additional

xploratory analyses not included in the preregistration are described in

ection 2.11 . Data and code related to this study are available in our OSF

epository ( https://osf.io/n6c4g/ ). 

.1. Power Analysis 

The target sample size of 36 participants was derived while attempt-

ng to find a good balance between limited resources, theoretical justi-

cation, and optimizing power. Specifically, the sample size rationale

ocused on maximizing power to detect a potential latency effect, as we

xpected that out of all the dependent variables of interest, the latency

ffects would be the smallest. In addition, we aimed for a target sam-

le size divisible by 9 to be able to balance the target numeral across

ubjects. 

First, we considered previous reports of N2pc latency effects in the

iterature (to our knowledge, there are no studies available that re-

ort N2ac latency effects). There is a substantial variance in the size

f latency effects depending on the specific experimental manipula-

ions, ranging from as little as 9 to up to 52 ms ( Callahan-Flintoft and

yble, 2017 ; Feldmann-Wüstefeld and Schubö, 2015 ; Foster et al.,

020 ; Kumar et al., 2009 ; Matusz and Eimer, 2013 ). Thus, consider-

ng that (1) N2pc latency effects in the published literature might be

iased (i.e., over-estimates of the true effect size) and that (2) available

tudies are not necessarily similar enough to the present study, the ex-

ected effect size might be much smaller (e.g., -10 ms, cf. Matusz and

imer, 2013 , Feldmann-Wüstefeld and Schubö, 2015 ). This is only 1/3

f the effect size that Kiesel et al. (2008) assumed as representative for

heir simulation study, which yielded a recommended sample size of 12

ubjects (with 100 trials for each condition) to obtain adequate power

or an N2pc latency effect. Consequentially, we aimed for a sample size

f up to three times (i.e., 36) as large. 

With this anchor point in mind, we used the Superpower package

v0.1.0; Lakens & Caldwell, 2021 ) in R (v3.6.1) to simulate power for

mall (-10 ms), intermediate (-20 ms) and large (-40 ms) latency effects

number of simulations = 1000, alpha level = .05). Data from a pre-

iously published auditory search task ( Klatt et al., 2018a , cf. pre-cue,

ound localization condition) provided estimates of the to-be-expected

ean differences in fractional area latency (FAL) and standard deviation
3 
30% FAL = 43 ms, SD = 65 ms; 50% FAL = 21 ms, SD = 69 ms). Assum-

ng a relatively large mean latency difference (between the audiovisual

ongruent and auditory-only condition) of 40 ms, a standard deviation

f 70 and a correlation of r = .5, a sample size of 36 subjects yields a sat-

sfactory power of 95 % for a main effect of modality and ∼81% power

or the relevant follow-up pairwise comparisons, when considering cor-

ections for multiple comparisons. A much more conservative scenario,

ssuming a very small latency difference of only 10 ms (see, e.g., N2pc

iterature above; keeping all other parameters constant), yielded insuf-

cient power estimates ( < 11%). Plotting a power curve revealed that

uch a scenario would require a sample size that is well beyond our

vailable resources ( > 250 subjects). Even if the standard deviation was

ssumed to be substantially smaller (i.e., 35) – for instance, because

ackknifing and a high number of trials resulted in more accurate mea-

urements – and the correlation between measurements was increased

r = .7), power for a significant main effect still remained low (58.8

, for a sample size of n = 36). Finally, assuming an intermediate la-

ency effect of 20 ms, a standard deviation of 35, and a correlation of

 = .5, a sample size of n = 36 was estimated to result in 95% power

or a main effect of modality, as well as ∼81 % power for the relevant

airwise comparisons (again, considering corrections for multiple com-

arisons). Power estimates remained adequately high for a main effect

f modality (i.e., at 87.4 %) if the standard deviation was increased to 40

ut dropped below the desired power of at least 80% when assuming a

tandard deviation of 45 (keeping all other parameters constant). Taken

ogether, a sample size of 36 was chosen, yielding adequate power for

arge and intermediate effects. 

.2. Participants 

In total, 43 subjects participated in the experiment. 7 subjects were

xcluded due to technical problems with the experimental software. The

nal sample consisted of 36 subjects (18 female, 18 male). The mean

ge in the sample was 24.94 years (range: 19 – 35). 28 subjects re-

orted to be right-handed, 8 to be left-handed. None of the participants

eported any neurological or psychiatric illness. Prior to the beginning

f the experimental procedure, participants were given written infor-

ation about the study and provided written informed consent. At the

nd of the experiment, participants were compensated for their time in

he laboratory with 10 Euros or one research credit (if requested) per

our. The experimental procedure was conducted in accordance with

he Declaration of Helsinki and approved by the Ethical Committee of

he Leibniz Research Centre for Working Environment and Human Fac-

ors, Dortmund, Germany. 

.3. Sensory and cognitive abilities 

All participants completed a pure-tone-audiometry (Oscilla USB 330;

mmedico, Lystrup, Denmark). The automated procedure included the

resentation of eleven pure tones at varying frequencies (i.e., 125 Hz,

50 Hz, 500 Hz, 750 Hz, 1000 Hz, 1500 Hz, 2000 Hz, 3000 Hz, 4000

z, 6000 Hz, 8000 Hz). Hearing thresholds were ≤ 25 dB in the speech

requency range ( < 4000 Hz) for all but one subject. The latter showed

lightly increased hearing levels of 30 and 35 dB at 125 Hz and 750

z, respectively. Those deviations were considered negligible and the

ubject was included in the analysis. 

To assess participants’ visual acuity, Landolt C optotypes were pre-

ented at a distance of 1.5 m. To obtain the average visual acuity, we

ook the common logarithm of the individual measures prior to averag-

ng; subsequently, the antilogarithm of the resulting average value was

omputed ( Bach and Kommerell, 1998 ). On average, visual acuity was

.58 (SD = 0.11, range: 0.94 – 2.25). 

Finally, to assess participants’ general ability to selectivity focus their

ttention, the auditory task in the subtest ‘divided attention’ of the TAP-

 (test of attentional performance – mobility version 1.3.1) was con-

ucted. The task requires participants to listen to a series of tones pre-

https://osf.io/vh38g
https://osf.io/n6c4g/
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Table 1 

T-scores for the auditory task from the subtest divided attention of the 

TAP-M (v. 1.3.1). 

Mean T-Score (SD) T-score < 1 SD T-score > 1 SD 

Omission error 47.67 (4.82) n = 7 n = 0 
Commission error 47.13 (4.79) n = 5 n = 0 
Response times 50.83 (5.90) n = 2 n = 4 

Note. A score of 50 represents the mean, a deviation of ± 10 corresponds to 

one standard deviation. That is, the columns T-score < 1 SD and T-score > 1 

SD list the number of participants that performed below or above average, 

respectively (compared to an age-specific normative sample). 
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ented via headphones. The tones are presented for 433 ms with a SOA

f 1000 ms. The tones rhythmically alternate between a low-pitch and a

igh-pitch tone. Subjects need to respond via button press to the rare oc-

asions of the same tone being presented twice. Table 1 summarizes the

elevant T-scores for commission errors, omission errors, and response

imes as well as the number of participants that performed below (T-

core < 1 SD) or above (T-score > 1 SD) average. The data shows that

ur sample was mostly representative of an age-specific normative sam-

le. 

.4. Lipreading assessment 

A short lip-reading assessment was conducted at the end of the ex-

erimental session. Participants watched muted video recordings of a

ingle female speaker uttering five-word sentences (in German). All sen-

ences were chosen from the Oldenburger Satztest ( Wagener et al., 1999 )

nd adhered to the following structure: Name, verb, number, adjective,

bject. Subjects were informed of the to-be expected structure of the

entences. In total, 30 sentences were presented. Prior to each sentence,

wo words were displayed (pre-cue). After each sentence, subjects were

sked to indicate which one of the two pre-cue words the sentence con-

ained (pre-cue task). Subsequently, a recognition probe was presented,

nd subjects were instructed to indicate whether the displayed word was

resent in the previous sentence or not. Oral responses were recorded

y the instructor. See supplementary fig. S1 for an illustration of the

ipreading test procedure. For each task (pre-cue task vs. recognition

ask), a sum score was calculated, indicating the proportion of correct

esponses (i.e., ranging from 0 to 30). For one subject, the lipreading

ssessment could not be completed because of time constraints. In the

re-cue task, the average sum score was 23.63 (SD = 4.25, range: 15 –

0). In the recognition task, the average sum score was 17.37 (SD = 3.36,

ange: 11-25). Participants’ performance was similar to the performance

f young adults in two previous studies, using the same test procedure

 Begau et al. 2021 , 2022 ). 

.5. Experimental paradigm 

Participants performed a localization task. In each trial, participants

ere presented with two concurrent sound stimuli (recordings of Ger-

an numerals ranging from 1 to 9) to the left and right of central fix-

tion ( Fig. 1 ). The sounds were either presented (1) without any vi-

ual input (i.e., auditory-only), (2) in combination with a video of a

peaker’s face and neck, providing congruent visual speech informa-

ion (i.e., audiovisual-congruent), or (3) in combination with a video

f a speaker, producing an unspecific “ba ” lip movement; thus, the vi-

ual input did not provide any meaningful or task-relevant information

i.e., visually-uninformative). In all three conditions, participants were

lways required to indicate the location (left vs. right) of a pre-specified

arget numeral by pressing the left or right button on a response pad,

sing the index and middle finger of their dominant hand. The target

as presented on the left or right side in ⅓ of all trials (within a con-

ition), respectively. In ⅓ of trials the target was absent. Target-absent

rials did not require a button press. The pre-specified target numeral
4 
as balanced across subjects, such that each numeral served as the tar-

et four times. 

The three conditions were presented in a block-wise fashion, with

88 trials each. The order of conditions was counterbalanced across sub-

ects. In total, 864 trials were presented. Each trial had a total length of

900 ms, followed by a 1000-ms inter-trial-interval. Fig. 1 b depicts an

xemplary stimulus sequence. Please note that in each trial, two au-

itory or audio-visual stimuli were presented. In the two audiovisual

onditions, the two monitors displayed a recording of a speakers face.

ach trial started with 500 ms fade-in. Because the time between lip-

ovement onset and sound onset varied between the different speakers

nd stimuli, the fade-in was followed by a variable number of frames

n which the speaker’s face remained still. This was done to ensure that

ound onset was always at 1500 ms relative to trial onset. Following the

rticulation of the numerals, again, a variable number of frames, show-

ng the speaker’s face with their mouth closed was shown to ensure an

qual trial length. Each trial ended with a 400-ms fade-out. In auditory-

nly trials, the monitors remained black and displayed no visual input;

therwise, the trial timing remained unchanged. 

.6. Apparatus and stimulus material 

The experiment was conducted in a dimly lit, sound attenuated room

5.0 × 3.3 × 2.4 m). Pyramid-shaped foam panels on ceiling and walls

s well as a woolen carpet on the floor ensured a background noise

evel below 20 dB(A). Stimulus presentation was controlled using cus-

om written Python software and three Raspberry Pi Modules (RPi 3

odel B) with a Raspbian GNU/Linux 10 OS, including the release

uster (Linux kernel version 5.4.83-v7 + , processor: armv7l). Two 12 ”

ertically aligned monitors (1080 ×1920 pixel resolution, 50 Hz refresh

ate, Beetronics, Düsseldorf, Germany) were mounted to the right and

eft of central fixation on a horizontal array at a viewing distance of

pproximately 1.5 m, such that stimuli were presented at an eccentric-

ty of approximately 3.4° visual angle (relative to central fixation). A

ull range loudspeaker (SC 55.9 - 8 Ohm; Visaton, Haan, Germany) was

ounted underneath each monitor in a central position. 

As stimulus material, a subset of video recordings from a previous

tudy ( Begau et al., 2021 ) were used. Specifically, the video record-

ngs show the talker’s face and neck in front of a light-blue background

RGB 106, 145, 161) while uttering numerals, ranging from one to nine,

r the word “ba ”. The talkers were three native German females with-

ut any dialect and with an average fundamental frequency of 168 Hz

SE = 2.45), 218 Hz (SE = 9.41), and 177 Hz (SE = 16.09), respectively.

ll speakers served as the target speaker (i.e., speaker that utters the

arget numeral) equally often (i.e., in 1/3 rd of target-present trials). The

ame speaker never occurred in the same trial twice. That is, the speaker

resenting the target numeral is paired with one of the two other speak-

rs equally often. Critically, the occurrence of the three speakers, pre-

enting the target numeral, was counterbalanced for a given target lo-

ation (i.e., if the target occurs on the left side in 96 trials, each speaker

erves as the ‘target speaker’ on 32 of those trials). 

The video recordings were shot with 1920 × 1080-pixel resolution

nd a 50-fps frame rate under sound-attenuated conditions, using a dig-

tal camera (SONY HDR-CX220). Concurrently, mono audio tracks were

ecorded with a sampling rate of 48-kHz and 24-bit resolution, using

 dynamic USB-microphone (Podcaster, RØDE, Silverwater, NSW, Aus-

ralia). Audio tracks were noise reduced by 15 dB and normalized to

6 dB. Recording and editing of the audio tracks was done in Audac-

ty(R) (version 2.3.0). To generate the stimulus material for the visually-

ninformative condition, the video recording of the speakers uttering

he word “ba ” was paired with the audio tracks containing the numer-

ls from one to nine. 

Across the three speakers, the duration of the spoken numerals varied

etween 486 ms and 702 ms (M = 549.89 ms, SE = 8.33). The duration

f visual speech, quantified as the time between the opening and clos-

ng of the talker’s mouth, ranged from 600 ms to 1520 ms (M = 1054
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s, SE = 43.12). On average, visual speech onset preceded auditory

peech onset by 394 ms (range: 80 – 760 ms, SE = 33.93). For a detailed

verview of the stimulus durations for each numeral and speaker, see

upplementary table S1. 

.7. EEG data acquisition 

The EEG signal was acquired from 64 Ag/AgCl electrodes (BrainCap,

rainvision, Gilching, Germany), distributed across the scalp according

he extended international 10-20 system. A NeurOne Tesla amplifier

Bittium Biosignals Ltd, Kuopio, Finland) was used to record the data

t a sampling rate of 1000 Hz. AFz and FCz were used as online ground

nd reference electrode, respectively. During electrode preparation, the

mpedances were kept below 20 k Ω. 

.8. EEG preprocessing 

EEG preprocessing was performed using MATLAB (R2021b) as well

s the open-source toolbox EEGLAB (2021.1; Delorme & Makeig, 2004 ).

he continuous EEG data was high-pass filtered at 0.01 Hz (pass-band

dge; transition band width: 0.01 Hz, filter order: 330000, -6dB cutoff

requency: 0.005 Hz; see deviations from pre-registered methods, Sec-

ion 2.10.1) and low-pass filtered at 40 Hz (pass-band edge; transition

and width: 10 Hz, filter order: 330, -6dB cutoff frequency: 45 Hz), us-

ng a zero-phase, non-causal Hamming windowed sinc FIR filter. Bad

hannels were identified and rejected using the pop_rejchan routine im-

lemented in EEGLAB. Specifically, channels with a normalized kurtosis

reater than 5 standard deviations of the mean were excluded. To allow

or a reliable estimation of eye-movement and blink related indepen-

ent components (ICs), fronto-polar channels (FP1/2, F1/2, F3/4) were

etained in the dataset and excluded from the automated channel re-

ection procedure. The number of rejected channels ranged from 0 to 7

M = 4.92, SD = 1.69). Rejected channels were interpolated using spher-

cal spline interpolation. Subsequently, the data was re-referenced to the

verage of all channels. 

A rank-reduced independent component analysis (ICA) was applied

or artefact correction. That is, to account for rank-deficiency that is

ntroduced through interpolation of rejected channels as well as re-

eferencing to the average of all channels, the number of components to

e decomposed was adjusted accordingly. ICA was run on the epoched

ata; epochs included latencies of -1600 up to 2200 ms relative to sound

nset. To speed up ICA, it was applied on a subset of the data, down-

ampled to 200 Hz and including every second trial. Further, a 1-Hz

igh-pass filter was applied to the data prior to ICA, since it has been

hown that high-pass filtering at ∼1 Hz increases the percentage of

near-dipolar’ ICA components ( Winkler et al., 2015 ). Finally, to fur-

her improve the signal-to-noise ratio in the dataset submitted to ICA,

he automated trial rejection procedure pop_autorej was applied (thresh-

ld: 1000 μV, probability threshold: 5 SD, maximum % of trials to re-

ect per iteration: 5%). At this point, on average, 6.47 % (SD = 4.13)

f trials were rejected. To identify ICs that are unlikely to reflect non-

rtefactual brain activity, the automated classifier algorithm ICLabel

 Pion-Tonachini et al., 2019 ) was used. For each IC, ICLabel assigns

 probability estimate to the classes ‘brain’, ‘eye’, ‘muscle’, ‘line noise’,

channel noise’, and ‘other’. ICs that receive a probability estimate of >

0% in the category eye or < 30% in the category brain were flagged

or rejection. 

The ICA decomposition and ICLabel estimates were copied to the

ataset including all trials, with a sampling rate of 1000 Hz and high-

ass filtered at 0.01 Hz. Then, epochs ranging from -1600 to 2200 ms rel-

tive to sound onset (see deviations from pre-registered methods, section

.10.3) were created and baseline-corrected using the first 100 ms of the

poch (i.e., -1500 to -1600) as a baseline. Finally, ICs flagged for rejec-

ion were subtracted from the data. Following ICA-based artefact cor-

ection, trials with large voltage fluctuations ( ± 150 μV) were removed

M = 2.66%, SD = 5.69; see deviations from pre-registered methods,
5 
ection 2.10.2). None of the trials had to be excluded due to premature

esponses (RT < 150 ms). After pre-processing, on average 89.86 trials

SD = 8.21), 92.89 trials (SD = 6.08), and 92.36 trials (SD = 6.06) per

arget location remained in the auditory-only, audiovisual-congruent,

nd the visually-uninformative condition, respectively. 

.9. Statistical analyses 

Statistical analyses were performed in MATLAB (R2021b) and JASP

v0.16.3). The significance of all inferential tests was evaluated at an

lpha level of 0.05. If the assumption of sphericity was violated (Mauch-

ey’s test p < .05), Greenhouse-Geisser corrected p -values are reported.

f the assumption of normality was violated (Shapiro-Wilk test p <

05), Friedman’s test and Wilcoxon signed rank test were conducted as

on-parametric equivalents of repeated-measures analysis of variance

rmANOVA) and paired-sample t -tests. As effect sizes for rmANOVA

nd paired-sample t -tests, partial eta squared ( 𝜂p 
2 ) and Cohen’s d are

eported, respectively. For the calculation of Cohen’s d, the standard

eviation of the difference scores was used as the denominator. In ad-

ition to inferential test statistics, the Bayes Factor is reported, if ap-

licable, in order to quantify evidence in favor of the null hypothesis

see deviations from preregistered methods, section 2.10.8). Comple-

entary Bayesian analyses with a default Cauchy prior were conducted

sing JASP (v0.16.3). If applicable, post-hoc paired sample t -tests were

orrected for multiple comparisons, using the Benjamini and Yekutieli

2001) procedure for controlling the false discovery rate (FDR). Cor-

ected p -values are denoted as p corr . 

.9.1. Behavioral task performance 

To assess behavioral performance, mean response times, proportion

f correct responses, and drift rate served as dependent variables. For

odel specifications of the drift diffusion model, see Section 2.9.2 . Pro-

ortion of correct responses, response times, and drift rate were submit-

ed to a one-way repeated-measures ANOVA (or a non-parametric Fried-

an’s test, if applicable). For all analyses, stimulus modality served as

he within-subject factor with three levels (auditory-only, audiovisual-

ongruent, visually-uninformative). If applicable, follow-up paired sam-

le t -tests (or a non-parametric Wilcoxon signed rank test) were con-

ucted to resolve a significant main effect of stimulus modality. Respec-

ive p -values were corrected for multiple comparisons. 

.9.2. Drift diffusion modeling 

To further decompose the processes underlying the stream of infor-

ation processing in the present audio(-visual) localization task, the dif-

usion model framework was applied. The diffusion model assumes that

n a two-choice decision paradigm, information is continuously sampled

ntil enough evidence for a particular decision has been accumulated.

he slope of this diffusion process is termed drift rate and can be inter-

reted as the speed of information uptake ( Voss, Voss & Lerche, 2015 ).

he amount of evidence that is required for a response to be initiated

s determined by the threshold separation a. The latter indicates the

istance between the upper and the lower decision boundary. A poten-

ial bias towards one of the two decision boundaries is described by

he starting point z. Non-decisional processes such as stimulus encoding

nd response execution are accounted for by estimating a response-time

onstant (t0). 

Here, the diffusion model analysis was conducted using fast-dm-30

 Voss and Voss, 2007 ). To avoid contamination by outliers, the data

ere screened using a two-step procedure: First, trials with extremely

ast ( < 150 ms) and extremely slow ( > 2000 ms) responses were ex-

luded from the diffusion model analysis. Subsequently, based on the

og-transformed and z-standardized data, trials with response times ± 3

tandard deviations of the mean (per participant and condition) were

xcluded. On average, 1.4 trials (SD = 1.5) per subject were excluded

rom the diffusion model analysis. The upper and lower decision bound-

ry were assigned to correct and incorrect responses, respectively. As-
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Fig. 2. Graphical analysis of model fit. Scatter plots show the first three quartiles (.25, .5, .75) of the observed response time distribution as a function of the corre- 

sponding value from the predicted distribution as well as the observed proportion of correct responses as a function of the predicted proportion of correct responses. 

r denotes the corresponding Pearson correlation coefficient, separately for each condition (Aonly = auditory-only, AVC = audiovisual-congruent, VU = visually- 

uninformative). 
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uming an unbiased decision processes, starting point z was set to 0.5.

he variability of the starting point (sz), variability of drift rate (sv),

nd differences in the speed of response execution (d), as well as the

ercentage of contaminants (p) were set to zero. While threshold sep-

ration (a), non-decision time (t 0 ), and the variability of non-decision

ime(st 0 ) were fixed across conditions, drift rate – as the primary pa-

ameter of interest – was allowed to vary across conditions (for a similar

pproach, see Experiment 1 in Ratcliff and McKoon, 2008 ). That is, in

otal 6 parameters were estimated. Parameter estimation was based on

 maximum likelihood algorithm. That is, optimal parameters were ob-

ained by maximizing the resulting log-likelihood value. An alternative

odel, allowing threshold separation, non-decision time, and variabil-

ty of non-decision to vary between conditions, yielded inferior model

t (data not shown). 

To assess model fit, deviations of the predicted values from

he empirical values were graphically evaluated. Specifically, us-

ng the construct-samples routine implemented in fast-dm ( Voss and

oss, 2007 ), 500 datasets per subject and condition were generated

ased on each individual’s parameter values and trial numbers. The

5%-, 50%-, and 75% quantile of the resulting distribution of stimulated

esponse times were contrasted with the corresponding quantiles in the
6 
istribution of empirical response times. In addition, predicted propor-

ion of correct responses (averaged across all 500 generated datasets

er subject) was plotted against the observed proportion of correct re-

ponses. The closer the data points are to the line of perfect correlation,

he better the model fit. Data points in Fig. 2 scatter close to the diago-

al, indicating acceptable model fit. 

.9.3. N2ac / N2pc amplitude effects 

To determine the measurement time window for the quantification

f N2ac and N2pc mean amplitude, we first determined the N2 peak la-

ency in the grand average waveform (see supplementary fig. S2) at an

nterior (FC3/4, C3/4, C5/6, FT7/8) and posterior (PO7/8, P7/8, P5/6)

luster (see deviations from preregistered methods, section 2.10.4). Sub-

equently, a 100-ms time window was set around the respective N2

eak. Accordingly, N2ac mean amplitude was measured in-between 244

o 344 ms; N2pc mean amplitude was measured in-between 275 to 375

s. The electrodes of interest were derived from visual inspection of

he scalp topographies, based on the grand-average contralateral minus

psilateral difference waveforms (see supplementary fig. S3). Note that

e did not expect an N2pc to occur in auditory-only trials; thus, only

udiovisual-congruent and visually-uninformative trials were collapsed
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or the inspection of the N2pc grand-average waveforms and topogra-

hies. In contrast, for the inspection of the grand average N2ac com-

onent, all three conditions were considered. N2ac amplitudes were

ubmitted to a one-way repeated-measures ANOVA. Stimulus modal-

ty served as the within-subject factor with three levels (i.e., auditory-

nly vs. audiovisual-congruent vs. visually-uninformative). Follow-up

aired sample t -tests were corrected for multiple comparisons. Finally,

e tested for the general presence of an N2pc / N2ac effect within con-

itions (i.e., one sample t -test against zero). 

.9.4. ERL latency effects 

To quantitively assess the time-course of the event-related lateral-

zation (ERL), the fractional area latency (FAL) technique was applied

n combination with a jackknife approach ( Kiesel et al., 2008 ). That is,

rst we created n average waveforms per condition, each of which was

ased on a subsample of n-1 (i.e., each participant was omitted from

ne of the subsample condition averages). Subsequently, for each of the

ubsample condition averages the point in time at which the negative

rea under contralateral minus ipsilateral difference waveform reaches

0% (i.e., 30%-FAL), 50% (i.e., 50%-FAL), or 80 % (i.e., 80%-FAL) of

he total area (relative to a 0 mV baseline) was determined (see de-

iations from preregistered methods, section 2.10.6). The area under

he curve was measured in-between 0 and 1100 ms, including the post-

timulus interval up until the point where on average the response had

een given in all conditions. By including a larger time window than

riginally planned, we account for the fact that the N2ac/N2pc compo-

ents overlapped with a sustained asymmetry (see deviations from pre-

egistered methods, section 2.10.5). The same electrode clusters as spec-

fied above were used. Onset latency measures from anterior electrodes

ites (N2ac-SACN complex) were submitted to a repeated-measures

NOVA including the within-subject factor modality (i.e., auditory-

nly vs. audiovisual-congruent vs. visually-uninformative). For onset la-

encies from posterior electrode sites (N2pc-SPCN complex), a paired-

ample t -test was conducted, contrasting the audiovisual-congruent and

he visually-uninformative condition. t values and F values were cor-

ected according to Kiesel et al. (2008 ; see also Miller et al., 1998 ). The

orresponding p -values were obtained from the Student’s t cumulative

istribution and the F cumulative distribution, respectively. As it is un-

lear to what extent jackknifing also inflates Bayes Factor estimates, we

efrain from reporting the Bayes Factor for these analyses. 

.10. Deviations from preregistered methods 

1) The preregistration stated that a high-pass filter of 0.1 Hz would be

applied. The latter appeared to introduce a spread of evoked asym-

metries in the post-stimulus interval into the pre-stimulus interval.

Thus, the data was high-pass filtered at 0.01 Hz instead. 

2) The preregistration stated that we would use the automated trial re-

jection procedure pop_autorej . We did apply pop_autorej on the subset

of the data that underwent ICA decomposition. However, after ICA-

based artefact correction the variance in the data is substantially re-

duced and consequentially, the iterative procedure that rejects data

values outside a given standard deviation threshold results in the

loss of large trial numbers, despite good data quality. Hence, follow-

ing ICA-based artefact correction, only trials with large fluctuations

( ± 150 μV) were rejected using the algorithm pop_eegthresh . 

3) Considering that the N2pc is a visually evoked potentials, we

planned to conduct all N2pc analyses using ERP waveforms that were

time-locked to lip-movement onset. However, the latter did not show

any clear early evoked potentials (e.g., N1, P1). Thus, both N2pc and

N2ac analyses were conducted, using the sound-onset locked wave-

forms. For transparency, the ERPs time-locked to lip-movement on-

set are displayed in the supplementary material. 

4) The preregistration stated that we would measure mean N2ac and

N2pc amplitude in a 100-ms measurement window centered around

the 50% fractional area latency. The time window that serves as
7 
the boundary to measure the area under the curve was to be based

on the visual inspection of the contralateral minus ipsilateral grand-

average waveform as well in conjunction with considering typical

time windows in the literature. Due to the overlap of the N2ac / N2pc

effect with a late sustained asymmetry (see Fig. 4 ), it was not possible

to isolate the N2ac / N2pc and thus, applying the FAL technique to

the data was not optimal. Instead, we chose to determine the N2 peak

in the grand average waveform and then set a 100 ms time-window

around the respective peak latency to compute mean amplitudes. 

5) The preregistration stated that we would use the fractional area la-

tency (FAL) technique to determine N2ac and N2pc onset latency.

The time window that serves as the boundary to measure the area

under the curve was to be based on the visual inspection of the con-

tralateral minus ipsilateral grand-average waveform as well in con-

junction with considering typical time windows in the literature. Due

to the overlap of the N2ac / N2pc effect with a late sustained asym-

metry ( Fig. 4 ), visual inspection of the grand average waveform does

not allow us to isolate the N2ac / N2pc component and thus, deter-

mining an appropriate time window of interest to measure the area

under the curve was difficult. Instead, we assessed the time-course of

the entire event-related lateralization (ERL) in-between 0 and 1100

ms (i.e., including the post-stimulus interval up to the point where

on average a response had been given in all conditions). 

6) The preregistration stated that we would compute the 30% and 50%

FAL. Considering that we are now measuring latency effects with

respect to a much broader time window than anticipated, we de-

cided to also compute the 80% FAL in order to adequately capture

the entire time course of the N2ac-SACN and N2pc-SPCN complex,

respectively, rather than just onset effects. 

7) For the N2pc analysis, we initially planned to not consider the

auditory-only condition at all because we did not expect an N2pc

component to be present. However, to statistically verify that the

N2pc component is in fact absent, we decided to conduct an addi-

tional one-sample t -test against zero for the N2pc amplitudes in the

auditory-only condition. 

8) In addition to the preregistered inferential statistics, we also report

the Bayes Factor to be able to quantify evidence in favor of the null

hypothesis. 

.11. Exploratory analyses 

.11.1. Sustained ERL 

To further explore the sustained asymmetry that overlaps with the

2ac and N2pc components, we performed a cluster-based permutation

nalysis to test for differences between the conditions. For the analysis

f the stimulus-locked ERLs, we restricted the analysis to post-stimulus

ime-points up to the maximum average response time (i.e., 0 to 1100

s, cf. Fig. 3 ). In addition, we obtained response-locked waveforms from

he data, ranging from -2000 ms to 500 ms relative to the response

nd performed the same analysis on the response-locked ERLs; only

ime points within 600 ms prior to the response were considered for

he statistical analysis. Furthermore, we down-sampled the data to 100

z to reduce the total number of time points included in the analysis

 Luck, 2014 ). 

Specifically, for each pairwise comparison, the following steps were

pplied: First, at each time point a two-sided paired-sample t -test was

onducted. The critical t -value to assess the significance at the cluster

ormation stage was 2.44. This corresponds to a p -value of .01 and sets

 threshold for considering a sample point as a candidate member of a

luster. Using the Matlab function bwconncomp(), clusters in the origi-

al data were identified. For each cluster, the sum of all t -values was

omputed, constituting the cluster- t -mass. Then, to obtain a critical cut-

ff cluster- t -mass value that is required for a cluster in the data to be

onsidered significant, we determine a null distribution from the ob-

erved data. That is, for each subject, the data were randomly assigned

o the two conditions. Again, for the shuffled data, a paired sample t -
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Fig. 3. Behavioral performance. (A) Proportion of correct responses, (B) response times, and (C) drift rate separately for each condition (Aonly = auditory only, 

AVC = audiovisual congruent, VU = visually-uninformative). Boxplots illustrate the interquartile range and the median. Whiskers extend to 1.5 times the interquartile 

range. The dots indicate individual participants’ mean scores per condition. A black cross denotes the condition mean across subjects. 
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est was conducted at each time point. This procedure was repeated a

otal of 10.000 times. On each iteration, samples with a t -value smaller

han -2.44 or greater than + 2.44 were selected and submitted to the

unction bwconncomp(). For each negative (individual t -values < 2.44)

r positive (individual t -values > 2.44) cluster, the sum of all t -values

as computed. If several clusters were found, the largest cluster- t -mass

alue was stored. As a result, we obtained an estimate of the null dis-

ribution of maximum cluster t-mass values. At the inference stage, any

luster in the observed data with a cluster- t -mass value that is greater

han the 97.5 th percentile of the null distribution, or smaller than the

.5 th percentile of the null distribution was considered significant. This

nsures an overall alpha level of 5%. The corresponding p -value was

omputed based on the inverse percentile of the observed cluster-level

-mass within the distribution of maximum or minimum cluster-t-mass

alues. More specifically, the p -value was calculated as (inverse percentile

 100) or (1 - inverse percentile / 100) for positive and negative clus-

ers, respectively. If the observed cluster-level t-mass value exceeds the

aximum or minimum cluster-level t -mass of the null distribution, the

 -value is denoted as p < 10 − 4 (i.e., 1/number of permutation). 

.11.2. Time-frequency analyses 

To obtain event-related spectral perturbations (ERSPs, Makeig et al.,

004 ), we applied Morlet wavelet convolution. That is, the segmented

EG data was convolved with a series of complex Morlet wavelets that

anged in frequency from 4 to 30 Hz (increasing logarithmically in 52

teps). When creating the Morlet wavelets, the number of cycles is the

rucial parameter that determines the width of the Gaussian that ta-

ers the complex sine wave and thus determines the trade-off between

emporal precision and frequency precision. Here, to obtain a good bal-

nce between temporal and frequency precision, the number of cycles in

ach wavelet was increased logarithmically as a function of frequency.

he number of cycles at the lowest frequency was 3, the number of cy-

les at the highest frequency was 11.25. According to Grandchamp and

elorme (2011) , a full-epoch length single-trial correction (i.e., using

he full-trial length as a “baseline ” period) was applied, prior to com-

uting a common trial average pre-stimulus baseline. The time points

n-between -500 to -100 ms relative to sound onset served as spectral

aseline period. 

Given that the time-frequency analysis was exploratory in nature,

e performed a data-driven, non-parametric cluster-based permutation

pproach to test for differences between the condition. To increase the

ower to detect a true effect, we constrained the electrode sites and time

oints included in the analysis. That is, based on our previous study

n audiovisual speech processing using similar conditions and stimu-

us material ( Begau et al. 2022 ), we averaged the data across a cluster
8 
f fronto-central channels (including Cz, Fz, FC1, FC2). In addition, as

e were not interested in anticipatory effects, only post-stimulus time

oints (i.e., in-between 0 and 1782 ms) were considered for the statisti-

al analysis. That is, the data submitted to the cluster-based permutation

est had the dimensions 52 (frequencies) x 182 (time points) x 36 (sub-

ects). The same procedure as described in Section 2.11.1 was followed.

. Results 

.1. Concurrent visual speech facilitates sound localization, even if visual 

peech content is uninformative 

If complementary visual cues facilitate target individuation and

election from a complex scene, this should be evident in terms of

aster response times and an increased rate of information uptake (i.e.,

igher drift rates) for congruent audiovisual information (compared to

uditory-only stimulus presentation). In contrast, with respect to the

roportion of correct responses, we expected participants to perform

lose to ceiling. 

Fig. 3 illustrates the mean proportion of correct responses, mean re-

ponse time, and mean drift rate per condition and for each individual

articipant. As expected, all participants performed very accurately. Ac-

ordingly, the analysis of the proportion of correct responses revealed

o significant differences between conditions, 𝜒2 (2) = 3.985, p = .136,

 = 0.055. A complementary Bayesian analysis suggest no strong con-

lusions in favor for or against the null hypothesis, given that the Bayes

actor lays in the range of anecdotal evidence against the null hypoth-

sis, BF 01 = 0.974. 

In contrast, response times varied significantly as a function of con-

ition, F(2,70) = 44.763, p < .001, 𝜂2 
p = 0.561, BF 10 = 1.659e + 10

 Fig. 3 b). If only auditory information was available, participants

howed the slowest response times (M = 814.08 ms, SD = 131.70).

n line with a typical audiovisual facilitation effect, the fastest re-

ponses occurred if the information from both modalities was congru-

nt (M = 700.78 ms, SD = 101.93), whereas response times for the

rials with informative auditory but uninformative visual information

i.e., visually uninformative condition) ranged in-between (M = 742.01

s, SD = 124.76). Pairwise-comparisons revealed that responses in

he auditory-only condition were significantly slower compared to re-

ponses in the audiovisual congruent, Z = 5.20, p corr < .001, r = 0.994,

F 10 = 4987.07, and compared to responses in the visually-uninformative

ondition, t(35) = -6.09, p corr < .001, d = -1.02, BF 10 = 28343.05. Re-

ponses in the audiovisual-congruent condition were significantly faster

han responses in the visually-uninformative condition, t (35) = -4.39,

 corr < .001, d = -0.732, BF 10 = 249.946. Please note that using the



L.-I. Klatt, A. Begau, D. Schneider et al. NeuroImage 271 (2023) 120022 

i  

d

 

r  

2  

o  

t  

t  

r  

t  

i  

a  

M  

t  

B  

i  

B  

s  

t

 

m  

t  

(  

b

3

a

 

a  

o  

L  

s  

t  

a  

l  

r  

o  

-  

c  

o  

n

 

f  

i  

s  

N  

t  

a  

w  

s  

(

 

n  

W  

o  

l  

B  

t  

(  

v  

p  

c  

t  

r  

e

3

s

 

d  

N  

t  

a  

d  

d  

w  

a  

t  

i  

f  

c  

s  

s  

s  

a  

c  

z  

a  

p  

c  

H  

s  

g  

d  

a  

d

 

m  

e  

i  

t  

m  

h  

u  

e  

s  

c  

S  

C  

a  

u

3

l

 

i  

(  

t  

l  

s  

t  

o  

a  

t  

s  

a  

f  

s  

t  

w  
ndividual participant median for analysis, instead of the mean, repro-

uces the same pattern of results (see supplementary material S6). 

To complement the analysis of response times and proportion of cor-

ect responses, we fit a drift diffusion model to the data ( Voss et al.,

013 ). The pattern of drift rates, our primary modeling parameter

f interest, nicely aligns with the above-reported pattern of response

imes such that higher drift rates (i.e., higher rates of information up-

ake) were present in conditions with faster response times ( Fig. 3 c). A

mANOVA revealed significant differences in drift rate between condi-

ions, F(2,70) = 35.654, p < .001, 𝜂2 
p = 0.505, BF 10 = 3.201e + 8. That

s, on average, drift rate was the highest if both the visual and the

uditory modality provided informative input (audiovisual-congruent,

 = 3.13, SD = 0.82), whereas it was significantly lower if only audi-

ory information was provided (MDN = 2.18), p corr < .001, r = -0.988,

F 10 = 2188.37, or when information from the visual modality was un-

nformative (M = 2.76, SD = 0.89), t (35) = 3.88, p corr < .001, d = 0.646,

F 10 = 64.70. In addition, drift rates in the auditory-only condition were

ignificantly lower compared to the visually-uninformative condition,

 (35) = -4.768, p corr < .001, d = -0.795, BF 10 = 699.54. 

In addition to drift rate, parameters recovered by the drift diffusion

odel were threshold separation (a: M = 1.78, SD = 0.71), non-decision

ime (t0: M = 0.43, SD = 0.08), and the variability of non-decision time

st 0 : M = 0.27, SD = 0.11). Those parameters were not allowed to vary

etween conditions (see 2.9.2). 

.2. Visual speech information does not modulate ERP correlates of 

uditory attentional orienting 

To investigate the impact of visual speech information on auditory

ttentional orienting, we inspected the N2ac component as a correlate

f the deployment of covert auditory spatial attention ( Gamble and

uck, 2011 ; Klatt et al., 2018b ). Fig. 4 a illustrates the contralateral ver-

us ipsilateral waveforms at anterior (FC3/4, C3/4, C5/6, FT7/8) elec-

rode sites for the three conditions. The waveforms start to diverge at

round 200 ms, emerging into an N2ac component. The latter is fol-

owed by a sustained anterior contralateral negativity (in the following

eferred to as SACN). Notably, in contrast to other studies on attentional

rienting in the visual domain (i.e, investigating the N2pc component

 the visual analogue of the N2ac; see e.g., Jolic œ ur et al., 2008 ), the

ontralateral and ipsilateral curves do not converge, indicating an end

f the N2ac, but rather seamlessly merge into a sustained contralateral

egativity. 

Following up on the observed behavioral audiovisual facilitation ef-

ect, we hypothesized that if complementary visual cues facilitate target

ndividuation and selection from a complex scene, this should in turn re-

ult in enhanced auditory attentional engagement. That is, we expected

2ac amplitudes to be greater in the audiovisual-congruent compared to

he auditory-only condition. Further, a comparison of the auditory-only

nd the visually uninformative condition was aimed at distinguishing

hether this multisensory facilitation results from the presence of vi-

ual input per se or whether it depends on the presence of meaningful

and thus, complementary) visual information. 

Contrary to our expectations, a repeated measures ANOVA showed

o significant differences in N2ac magnitude, 𝜒2 (2) = 1.50, p = .472,

 = 0.021 (cf. Fig. 4 a and c). A complementary Bayesian analysis

f variance suggests that the data are approximately six times more

ikely under the null hypothesis than under the alternative hypothesis,

F 01 = 5.71. Yet, one sample t -tests against zero (cf. Fig. 4 c) confirmed

hat an N2ac component reliably emerged in the audiovisual-congruent

MDN = -0.25), p = .005, p corr = .014, r = -0.538, BF 10 = 20.01, and the

isually-uninformative condition (M = -0.59, SD = 0.82), t (35) = -4.29,

 < .001, p corr < .001, d = -0.714, BF 10 = 189.30. In the auditory-only

ondition, the t -test against zero was only significant prior to correc-

ion for multiple comparisons, (MDN = -0.18), p = .033, p corr = .060,

 = -0.408, BF 10 = 5.206; however, the Bayes factor provides moderate

vidence in favor of the alternative hypothesis. 
9 
.3. Audiovisual events automatically induce both auditory and visual 

elective attentional orienting 

To investigate whether audiovisual events would automatically in-

uce both auditory and visual attentional orienting, in addition to the

2ac, we examined the N2pc component at a cluster of posterior elec-

rodes (PO7/8, P7/8, P5/6, see Fig. 4 b) as a correlate of visuo-spatial

ttentional selection ( Eimer, 1996 ; Luck and Hillyard, 1994 ). While au-

itory attentional selection is required in any case given that the au-

itory input always provided task-relevant information, visual speech

as not always informative. Hence, it could be that a-priori-knowledge

bout the lack of meaningful information in the visual domain results in

he suppression of visual attentional spatial orientation, which should be

ndicated by the absence of an the N2pc component in the visually unin-

ormative condition or an attenuation relative to audiovisual-congruent

ondition. However, based on a multisensory account of object-based

elective attention, we expected that visuo-spatial attentional orienting

hould be evident, irrespective of the informational content of visual

peech. That is, the N2pc component should not only be elicited in the

udiovisual congruent, but also the visually uninformative condition. As

an be seen in Fig. 4 b, this was in fact the case. One sample t -tests against

ero (cf. Fig. 4 d) verified that an N2pc reliably emerged in both the

udiovisual-congruent (M = -0.51, SD = 0.99), t(35) = -3.113, p = .004,

 corr = .010, d = -0.52, BF 10 = 10.01, and the visually-uninformative

ondition (MDN = -0.56), p = .001, p corr = .007, r = -0.61, BF 10 = 87.22.

owever, a paired sample t -test of mean N2pc amplitudes revealed no

ignificant differences in N2pc magnitude between the audiovisual con-

ruent and the audiovisual unspecific condition, t(35) = 0.27, p = .788,

 = 0.05. A corresponding Bayesian analysis suggests that the data are

pproximately five times more likely under the null hypothesis than un-

er the alternative hypothesis, BF 01 = 5.40 ( Fig. 4 d). 

In the auditory-only condition, given that there was no visual infor-

ation to attend to, we did not expect to see an N2pc component. How-

ver, one could argue that in natural conversations auditory speech typ-

cally goes along with a concurrent visual representation (i.e., when lis-

ening to a talker’s voice we can often look at their face and mouth move-

ents). Hence, visually attending to a sound source location might be in-

erent to attentional orienting in complex scenes involving speech stim-

li. To verify that the mere presence of a blank screen is not sufficient to

licit an N2pc component (see deviations from pre-registered methods,

ection 2.10.7), we conducted a one sample t -test for the auditory-only

ondition, revealing that the N2pc was – in fact – absent (M = -0.08,

D = 0.59), t(35) = -0.80, p = .428, p corr = .785, d = -0.134 (cf. Fig. 4 d).

onsistently, a complementary Bayesian analysis indicates that the data

re approximately four times more likely under the null hypothesis than

nder the alternative hypothesis, BF 01 = 4.14. 

.4. Temporally coherent visual cues do not speed up event-related 

ateralizations 

A facilitation of audiovisual attentional orienting cannot only be ev-

dent in terms of a qualitative enhancement of attentional engagement

i.e., increased N2ac or N2pc amplitudes), but might also speed up atten-

ional processing. This should be evident in earlier N2ac or N2pc onset

atencies. Contrary to our analysis plan, onset latencies could not be

eparately assessed for the N2ac and the N2pc component using a frac-

ional area latency (FAL) analysis, as the latter requires the component

f interest to be clearly isolated from overlapping components (see devi-

tions from preregistered methods, section 2.10.5). Instead, Fig. 4 illus-

rates, that the N2ac and the N2pc component seamlessly merged into a

ustained contralateral negativity (SACN and SPCN, respectively). Thus,

ccounting for the overlap between the N2ac/N2pc component and the

ollowing sustained asymmetry (i.e., SACN / SPCN), the FAL was mea-

ured in-between 0 and 1100 ms relative to sound onset (i.e., including

he post-stimulus interval up to the point at which on average a response

as given in all conditions). Specifically, the points in time at which the
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Fig. 4. Event-related potential waveforms, contralateral and ipsilateral relative to the target sound and time-locked to sound-onset for each of the three experimental 

conditions. The left (A) and right (B) panel illustrate the ERPs for a cluster of anterior and posterior electrodes, respectively. Grey rectangles indicate the analysis time 

window. The shaded error bars indicate the standard error. Scalp topographies show the distribution of voltages based on the contralateral - ipsilateral differences 

in the analysis time window (highlighted by the grey rectangle). (C) and (D) illustrate the distribution of mean N2ac and N2pc amplitudes (in the analysis time 

window) for each condition. Boxplots depict the interquartile range and the median. Whiskers extend to 1.5 times the interquartile range. The black cross denotes 

the condition mean across subjects. ∗ = p < .05, ∗∗ = p < .01, ∗∗∗ p < .001, a BF 10 above 1 indicates evidence in favor of the alternative hypothesis, with values 

greater 3, 10, and 30 corresponding to moderate, strong and very strong evidence; A BF 10 below 1 indicates evidence in favor of the null hypothesis, with values 

below 0.33, 0.1 and 0.03 corresponding to moderate, strong, and very strong evidence ( Quintana & Williams, 2018 ). The colored bayes factors and asterisks refer to 

the one-sample t-tests against zero. The bayes factor in the top row (in black) corresponds to the analysis of variance (N2ac) or paired-sample t-test (N2pc), testing 

for amplitude differences between conditions. 
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Table 2 

Onset (30%-FAL), midpoint (50%-FAL), and offset (80%-FAL) latency. 

Condition 30%-FAL (ms) 50%-FAL (ms) 80%-FAL (ms) 

Anterior cluster Aonly 414 600 859 

AVC 439 577 808 

VU 422 569 807 

Posterior cluster Aonly - - - 

AVC 492 614 807 

VU 489 614 812 

Note. To obtain FAL, the area under the curve was measured in-between 0 and 1100 ms relative to sound onset. This 

includes the post-stimulus interval up to the point at which on average a response was given in all conditions. The 

table states the FAL-values obtained from the condition-specific grand-average waveforms. The anterior cluster 

includes electrodes FC3/4, C3/4, C5/6, FT7/8, the posterior cluster includes electrodes PO7/8, P7/8, P5/6. In 

accordance with the pre-registration, no latency measures were extracted for the auditory-only condition at the 

posterior cluster, as we did not expect to find any posterior ERL in the absence of visual input. Aonly = auditory- 

only, AVC = audiovisual congruent, VU = visually-uninformative. 
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rea under the difference waveform reached 30% (onset-latency), 50%

midpoint-latency), and 80% (offset-latency) were determined in com-

ination with a jackknifing approach ( Kiesel et al., 2008 , see the meth-

ds section for details). We expected that the behavioral benefit of pre-

enting congruent audiovisual speech should also be evident in earlier

nset- or midpoint latencies. There appears to be a trend towards later

idpoint and offset latencies at anterior electrodes in the auditory-only

ondition (see Table 2 ), but the statistical analysis revealed no signifi-

ant differences – neither, at anterior nor at posterior electrode sites (all

 > .567). For a visualization of the FAL estimates in the event-related

otential waveforms, the reader is referred to supplementary Fig. S4. 

.5. Exploratory ERP analysis reveals cross-modal interactions in working 

emory 

As noted above, the N2pc was followed by a sustained posterior con-

ralateral negativity (SPCN, see Fig. 4 a), while the N2ac was followed

y a sustained anterior contralateral negativity (SACN, see Fig. 4 b).

n previous visual search studies, the SPCN has been associated with

ubsequent in-depth analysis of the selected object in working memory

 Jolic œ ur et al., 2008 ; Mazza et al., 2008 ; Töllner et al., 2013 ). Here,

e show for the first time an analogous, lateralized auditory correlate

nd suggest that the SACN similarly reflects the engagement of auditory

orking memory as an intermediate processing buffer. Hence, to ex-

lore potential differences associated with processing beyond the initial

ttentional selection, reflected by the N2ac and the N2pc component, we

erformed an exploratory cluster-based permutation analysis contrast-

ng ERL amplitudes in a broader time-window in-between 0 and 1100

s. Please note, since no visually specific processing was expected in the

uditory-only condition, at posterior electrodes, this comparison only

ncluded the two audiovisual conditions. Critically, as the same type of

uditory information is presented in all conditions, any condition dif-

erences can only be due to differences in the informational content of

isual speech (i.e., absent, congruent or uninformative). Fig. 5 depicts

he respective contralateral minus ipsilateral difference waveforms for

ach condition. In the stimulus-locked waveforms, the analysis revealed

 small cluster in-between 500 and 560 ms at anterior electrode sites

 p = .012), indicating a stronger contralateral negativity (SACN) for

isually-uninformative compared to auditory-only trials. No additional

lusters were identified in the stimulus-locked waveforms, neither at

nterior not at posterior electrode sites ( Fig. 5 a and c). 

It is notable that, at anterior electrode sites, difference waveforms ap-

eared to peak later in those conditions that also elicited slower response

imes, while the peak seemed to occur the earliest in the audiovisual-

ongruent condition which resulted in the fastest response times (see

able 2 and Fig. 3 ). Consequently, we also inspected the response-locked

aveforms. In fact, descriptively, the response-locked asymmetry was

tronger in magnitude in all three conditions and both at anterior and
11 
osterior electrode sites (cf. Fig. 5 b and d versus Fig. 5 a and c). This

uggests that both the SPCN and the SACN did vary with response-time,

hat is, the respective visual and auditory information is maintained

n a spatially-specific fashion until the response was given (see also

risdelle and Jolic œ ur, 2019 ). 

A cluster-based permutation analysis of the response-locked ERLs re-

ealed three clusters at anterior electrode sites ( Fig. 5 b). Corroborating

he stimulus-locked analysis, two clusters, ranging from -280 ms to -

40 ( p = .016) and from -190 to -70 ms ( p = .002), signify a signif-

cantly stronger contralateral negativity in the visually-uninformative

ondition relative to the auditory-only condition. In addition, a small

luster ranging from -90 to -60 ms, indicates a significantly stronger

ontralateral negativity for audiovisual-congruent compared to visually

nspecific trials ( p = .024). The results suggest that dynamic audiovisual

peech requires a greater cross-modal engagement of auditory working

emory processes. Conversely, at posterior electrodes (i.e., related to vi-

ual working memory engagement), contrasting audiovisual-congruent

ersus visually-uninformative trials, no significant clusters were identi-

ed ( Fig. 5 d). 

.6. Time-frequency analyses reveal an impact on demands for cognitive 

ontrol 

Previous studies highlight the importance of synchronization of neu-

al oscillations for multisensory processing (for a review, see Keil and

enkowski, 2018 ). Our own recent work, employing a similar audio-

isual cocktail-party paradigm, suggests that in particular oscillatory

ower in the theta frequency over fronto-central scalp sites is modu-

ated by the informational content of visual speech ( Begau et al., 2022 ).

herefore, we performed an exploratory time-frequency analysis, using

 cluster-based permutation analysis (see methods section for details).

ig. 6 shows the time-frequency plots at a fronto-central electrode clus-

er for each condition as well as the differences between conditions for

ach of the three pairwise comparisons. In response to sound onset,

n increase in theta power is visible in all conditions, followed by a

road suppression of power in the alpha and beta band. Notably, the

ncrease in theta power is most pronounced in the auditory-only and

he visually-uninformative condition, indicating increased demands for

ognitive control, whereas it is substantially reduced when congruent in-

ormation was presented in both modalities. The cluster-based permuta-

ion analysis confirmed this observation (see Fig. 6 d,e), identifying two

ignificant clusters spanning the theta band (4-7 Hz) and slightly extend-

ng into the lower alpha range (up to 10 Hz) in the first -330 ms (cluster

, p < 10 − 4 ; see Fig. 6 d) and -285 ms (cluster 5, p = 9.15 − 4 , Fig. 6 f)

ollowing sound onset. Following the initial increase in power in the

heta band, theta power drops in all three conditions; yet, while there

s a steep decline in the auditory-only condition, reaching its minimum

t around 500 ms post-sound onset (i.e., towards the end of the sound
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Fig. 5. Event-related lateralizations (contra-ipsi) at anterior (A,B) and posterior (C,D) electrode sites. (A) and (C) depict the stimulus-locked waveforms relative 

to sound onset; (B) and (D) depict the response-locked waveforms time-locked to the response. Horizontal solid lines above the x-axis indicate the significant time 

points identified by a cluster-based permutation analysis. Aonly = Auditory-only, Avc = Audiovisual-congruent, Avu = visually-uninformative. 
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resentation), theta power bumps up again in the two audiovisual condi-

ions at around 500 ms, indicating the need for sustained cognitive con-

rol when the audiovisual stimuli keep evolving across time. The latter

bservation is corroborated by the cluster-based permutation analysis,

evealing two significant clusters; again, the clusters span the theta fre-

uency range but slightly extend into the lower alpha band. When con-

rasting the auditory-only versus the audiovisual-congruent condition,

he cluster ranges from ∼300 to ∼820 ms ( p < 10 − 4 , Fig. 6 d, cluster 2),

hereas for the contrast between the auditory-only versus the visually-

ninformative condition, it ranges from -350 to -770 ms ( p = 2.93 − 4 ,

ig. 6 e, cluster 4). Finally, the contrast between the auditory-only and

he audiovisual-congruent condition revealed a small but significant dif-

erence in a late cluster focused on theta frequency range, ranging from

1030 ms to the end of the epoch at -1780 ms ( p = .004, Fig. 6 d, cluster

). For a close-up view of the temporal theta power dynamics and the

nderlying topographic distribution of the described clusters, see Fig. 7 .

. Discussion 

When selecting task-relevant information from an audiovisual scene,

heories of object-based attention predict that attention spreads across

odalities to also encompass simultaneous signals from another modal-

ty, even when they are not task-relevant ( Busse et al., 2005 ). Here, using

RP correlates of visual and auditory selective spatial attention, we in-

estigate the interplay between modalities when selecting audio(-visual)

peech information with a multi-talker scenario, while modulating the
12 
nformational content of visual speech. In line with an object-based at-

ention account, the central finding is that when confronted with an

udiovisual scene, auditory attentional orienting was always accompa-

ied by visual attentional orienting, irrespective of whether the visual

odality provided task-relevant information or not. Critically, the lack

f an N2pc component in the auditory-only condition suggests that the

nvolvement of visual spatial attention is not per se elicited by any au-

itory stimulus but depends on the availability or expectation of visual

nformation that – in principle – forms a coherent percept with the in-

oming auditory information. That is, the mere presence of the blank

creen as a potential ‘target’ for visual spatial attention in the auditory-

nly condition was not sufficient to elicit visual-spatial orienting. Be-

ond that, cross-modal interactions concerned measures of behavioral

erformance, working memory maintenance, and cognitive control. 

.1. Visual speech in the periphery facilitates sound localization within a 

ulti-speaker mixture 

Participants were able to identify and localize the target numeral

ost rapidly, when congruent audiovisual speech was present. Con-

istently, congruent audiovisual speech resulted in higher drift rates

 Fig. 3 c), indicating that the complementary visual information did in

act aid the evidence accumulation process, and suggesting that drift

ate presents a sensitive and reliable measure of multisensory benefits

 Chau et al., 2021 ; Murray et al., 2020 ). Overall, the behavioral results

re consistent with the well-established audiovisual facilitation effect,
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Fig. 6. Time-frequency plots. The top row shows the time-frequency results separately for each condition. Power was averaged across a fronto-central electrode 

cluster, including electrodes Fz, Cz, FC1, FC2. The bottom row illustrates the differences between conditions. Solid lines indicate significant clusters with t-mass 

value greater than the 97.5th percentile of the null distribution, dashed lines indicate significant clusters with a t-mass value smaller than the 2.5 th percentile of the 

null distribution. 

Fig. 7. (A) Time-course of theta power (4-7 Hz) at fronto-central electrodes (FC1, FC2, Cz, Fz). (B) Topographies depict the scalp distribution of theta power 

differences between conditions in the time-windows identified by the cluster-based permutation procedure (see Fig. 6 ). Note that prior to performing the cluster- 

based permutation analysis, the time-frequency data was averaged across a selection of fronto-central electrodes. Electrodes belonging to this region of interest are 

marked by a cross. Aonly = Auditory only; VU = visually unspecific; AVC = audiovisual congruent. 
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emonstrating that bimodal stimulus presentation facilitates recognition

ccuracy, speeds up response times ( Molholm et al. 2004 ; Giard & Per-

nnet, 1999 ; Miller, 1982 ), and improves perceptual sensitivity ( Wahn

t al. 2017 ). Converging effects have been reported specifically for

peech comprehension, where the presence of congruent visual speech

nformation improves comprehension compared to auditory-only speech

 Bernstein et al., 2004 ; Tye-Murray et al., 2011 ). Notably, audiovisual

acilitation and, more specifically the effects of visual speech on speech

omprehension, have been predominantly investigated while present-

ng a single articulating speaker in central (i.e., foveal) vision. Hence

he present findings extend this literature, illustrating that the positive

ffect of visual speech information on speech intelligibility and compre-

ension hold even when not directly gazing at a speaker’s mouth (for

onverging findings see Kim and Davis, 2011 ). 

Interestingly, and contrary to our expectations, we found that un-

nformative visual speech still led to faster responses and higher drift

ates compared to the auditory-only condition ( Fig. 3 b and c). Yet, the

esults are plausible, considering that visually unspecific speech – even

hough uninformative in terms of speech content – still conveyed tem-

oral information that can increase the sensitivity to upcoming sensory

nformation ( Peelle and Sommers, 2015 ). Consistently, previous stud-

es have shown that degraded visual speech ( Tye-Murray et al., 2011 ),

he presentation of synthetic visual stimuli like a dynamic mouth-like

hape ( Bernstein et al., 2004 ; Tye-Murray et al., 2011 ), or a dynamic

ectangle whose horizontal extent was correlated with the speech en-

elope ( Bernstein et al., 2004 ) still improved speech detection thresh-

lds compared to auditory-only speech. More generally, this supports

he idea that binding between features across modalities at a percep-

ual level (i.e., resulting in the percept of a multisensory object) relies

ost strongly on temporal coherence rather than on other consistencies,

uch as phoneme-viseme relationships (e.g., presentation of a /u/ vowel

aired with an image of protruded lips; Bizley et al., 2016 ). Finally, it

s noteworthy that the effect of uninformative visual speech on sound

ocalization performance occurred even though we used a block-wise

resentation of conditions, allowing participants to anticipate that vi-

ual input would remain task-irrelevant. As outlined above, this is in

ine with the concept of object-based attention. 

.2. Behavioral benefits do not rely on improved attentional selection 

The behavioral benefits observed for congruent audiovisual speech

aise the question to what extent visual cues aid the listener to indi-

iduate and select the task-relevant target from the mixture of speech

treams. Therefore, we investigated the effect of congruent and unin-

ormative visual speech information on N2ac amplitudes and latencies,

 correlate of auditory attentional selection ( Gamble and Luck, 2011 ;

latt et al., 2018b ). While an N2ac component emerged in all conditions

 Fig. 4 a and c), indicating that auditory spatial attention was focused on

he location of the target numeral, N2ac amplitudes did – unexpectantly

not differ significantly between conditions; rather, a Bayesian analy-

is provided evidence in favor of the null hypothesis ( Fig. 4 c). Beyond

hat, the analysis of ERL latencies also failed to provide any evidence

or differences in onset-, midpoint or offset latency between conditions

 Table 2 and supplementary Fig. S4). As a caveat, it should be noted

hough that the lack of a significant effect could not be substantiated by

vidence in favor of the null hypothesis since it was unclear whether the

ackknifing procedure is compatible with a Bayesian analysis of the data.

Overall, the present results suggest that auditory spatial attentional

rienting was not influenced by the informational content of visual

peech. Given that the type of auditory speech information was equiv-

lent across all three conditions, always providing task-relevant input,

his appears absolutely plausible. However, this does imply that the be-

avioral benefits emerging from temporally coherent visual cues do not

ely on stronger attentional engagement. Although, it should be noted

hat attentional selection, as marked by the N2ac component, already

equires the auditory (or audiovisual) speech streams to be segregated.
14 
herefore, it remains possible that audiovisual speech, when bound into

 multisensory object, is more easily segregable from competing stimuli

 Lee et al., 2019 ) and thus, audiovisual facilitation might occur at an

arlier level of processing. 

.3. Attentional orienting in dynamic audiovisual scenes is object-based 

As noted above, in the two audiovisual conditions, a shift of audi-

ory spatial attention was accompanied by a shift of visual spatial at-

ention. This was marked by a pronounced sound-locked N2pc compo-

ent ( Fig. 4 b). The presence of an N2pc component in the audiovisual-

ongruent and the visually-uninformative condition is in line with a mul-

isensory account of object-based selective attention ( Molholm et al.,

007 ), according to which attention not only spreads across different

eatures within the same unimodal object, but also across sensory modal-

ties. Critically, the magnitude of the N2pc component in the two au-

iovisual conditions was not modulated by the informational content

f visual speech. That is, it occurred irrespectively of whether visual

peech was congruent with auditory speech or unspecific ( Fig. 4 d). This

ull finding was underpinned by a Bayes Factor analysis, providing ev-

dence in favor of the null hypothesis. Considering that the block-wise

resentation of conditions allowed participants to know beforehand that

he visual speech information did not convey any information regard-

ng the target location, the lack of differences in N2pc amplitudes be-

ween the two audiovisual conditions was striking. Previously, it has

een shown that stimulus processing can be gated within the cortex to

uppress or facilitate information flow for a given modality ( Foxe et al.,

998 ; Mazaheri et al., 2014 ); however, such tasks typically involve the

resentation of unrelated, low-level stimuli (such as pure tones and ori-

ntations) and the explicit instruction to attend to only one modality.

ere, ecologically valid stimulus material was used, showing a speak-

ng face. In such natural conditions, it appears that visual attention

s automatically deployed to the relevant target location, irrespective

f whether the visual modality provides additional task-relevant infor-

ation or not. This observation is in line with previous studies, illus-

rating that attention can spread across modalities to encompass task-

rrelevant sensory features, even when presented at a discrepant location

 Busse et al., 2005 ; Degerman et al., 2007 ; Van der Burg et al., 2011 ). For

nstance, Busse et al. (2005) asked participants to respond to visual tar-

ets in a stream of lateralized, flashing checkerboards, while half of the

timuli were paired with a centrally presented, task-irrelevant tone. The

eural responses to the task-irrelevant tones were larger, when they co-

ccurred with an attended compared to an unattended visual stimulus.

pecifically, this was evident in terms of enhanced auditory cortex ac-

ivity and a sustained, enhanced ERP reflection over fronto-central scalp

ites. The authors interpret their results as an object-based selection pro-

ess, grouping the attended visual stimulus with the synchronous, ini-

ially unattended auditory stimulus. Analogously, in the present study,

uch automatic audiovisual grouping occurs for naturalistic audiovisual

peech stimuli. Importantly, the present study used temporally coherent,

cologically valid recordings of the speakers’ faces, including auditory

nd visual speech information that actually originates from the same

patial source. Beyond that, the present study extends the findings by

usse et al. (2005) , showing that principles of object-based attention

old when introducing competition between two concurrent talkers. 

On a similar note, Van der Burg et al., (2011) demonstrated that a

ask-irrelevant auditory signal enhanced the neural response to a syn-

hronized visual event. Notably, they showed that a sound-elicited N2pc

omponent occurred in response to the audiovisual stimuli irrespective

f whether the visual stimulus was a task-relevant target or a distrac-

or. Although the latter study demonstrates that sound-induced visual

ttentional orienting can occur in an automatic fashion, it differs from

he present study in that it uses a classical pip-and-pop effect paradigm

 Van der Burg et al., 2008 ), presenting a single sound together with a

ynamically changing visual search display, containing several compet-

ng visual items. In this setup, the N2pc effect is likely due to attentional
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apture given that the isolated auditory stimulus presents an odd-ball-

ike stimulus (see also Gao et al., 2021 , argueing against a role of mul-

isensory integration in the pip-and-pop paradigm). In contrast, in our

aradigm, the two audiovisual speech streams are equally salient, the

umber of visual and auditory features is balanced, and thus, allows for

he binding of audiovisual features into coherent and meaningful mul-

isensory objects. 

Along those lines, the fact that we observed an N2pc component for

ll audiovisual stimuli, irrespective of the informational content of vi-

ual speech, supports the notion that binding – that is, the formation

f an audiovisual object representation – is a largely perceptual pro-

ess rather than a cognitive process ( Bizley et al., 2016 ). The latter is,

s noted above, postulated to rely most strongly on temporal coher-

nce rather than on higher-order consistencies ( Bizley et al., 2016 ). The

resent results support this line of thought, for though subjects were pre-

iously informed that the lip movements would not match the presented

uditory input in the visually-uninformative condition, attentional se-

ection, when operating on the object-level, always incorporated both

isual and auditory features. 

A final, critical point concerns the lack of an N2pc component in the

uditory-only condition ( Fig. 4 b and d), given that there was no visual

nformation presented for subjects to attend to. What might seem triv-

al, is quite important, because it demonstrates that the involvement of

isual spatial attention requires the presence or expectation of visual

nformation that – in principle – forms a coherent percept with the in-

oming auditory information. That is, participants did not focus their

isual attention on the blank screen. This is further in line with the no-

ion that the N2pc reflects attentional deployment to objects rather than

o spatial locations serving as placeholders for upcoming information

 Woodman et al., 2009 ). 

.4. Congruent audiovisual information reduces demands for cognitive 

ontrol 

In line with the behavioral audiovisual facilitation effect, the ob-

erved theta power dynamics were indicative of reduced demands for

ognitive control during the initial period of audiovisual processing.

pecifically, following sound onset, the early increase in theta power

as greatly diminished if both modalities provided congruent informa-

ion, whereas a stronger increase in theta power was evident if acoustic

peech was paired with visually uninformative input ( Figs. 6 and 7 ).

his is consistent with previous work showing an association between

ctivity in the theta-band and the processing of mismatching audiovi-

ual speech stimuli ( Keil et al., 2012 ) and the successful integration of

udiovisual speech ( Lindborg et al., 2019 ). Moreover, the findings add

o a mounting body of literature, interpreting theta power as a mech-

nism for cognitive control ( Cavanagh and Frank, 2014 ) and conflict

rocessing ( Morís Fernández et al., 2018 ; for a review see Keil and

enkowski, 2018 ). Notably, the present study also showed a stronger in-

rease in central theta band power following auditory-only input com-

ared to congruent audiovisual speech. Thus, it appears that the pro-

essing of auditory input posed similar demands for cognitive control as

he incongruent (i.e., visually unspecific) condition. Although auditory-

nly speech did not require subjects to resolve a conflict arising between

odalities, this is plausible because the task still required subjects to

eparate the relevant from the irrelevant speech stream; the response

ime (and drift rate) data clearly show that this was more challenging

hen only auditory information was available. 

.5. Audiovisual speech results in the enhanced cross-modal recruitment of 

uditory working memory 

Target selection, as indicated by the N2ac and the N2pc component,

as followed by a sustained contralateral negativity ( Figs. 4 and 5 ), re-

ecting the subsequent processing of selected objects in working mem-

ry ( Berggren and Eimer, 2018 ). That is, the present work illustrates that
15 
ust as visual search relies on working memory storage ( Emrich et al.,

009 ; Luria and Vogel, 2011 ), searching for a relevant target within

 multisensory scene recruits both visual and auditory working mem-

ry. Accordingly, the observed sustained asymmetry over posterior scalp

ites corresponds to a SPCN ( Jolic œ ur et al., 2008 ), which is typically

ound in the context of visual search and indexes post-selective recurrent

rocesses that are recruited when the extraction of detailed or response-

ritical information from working memory is required ( Schneider et al.,

014 ; Töllner et al., 2013 ). In addition, for the first time, we show an

nalogous sustained contralateral negativity over anterior scalp sites,

hich we refer to as SACN ( Figs. 4 a, 5 a). The latter likely presents a lat-

ralized signature of sustained processing in auditory working memory,

nalogous to the SPCN. Previous studies of auditory short-term memory

aintenance have primarily used non-lateralized or bilateral sound pre-

entation and reported a sustained anterior negativity at fronto-central

calp sites ( Lefebvre et al., 2013 ; Nolden et al., 2013 ; for a review, see

olden, 2015 ). Further studies will be required to investigate whether

he lateralized SACN similarly increases with set size, reaching a plateau

s working memory capacity is exhausted, as has been shown for es-

ablished working memory measures ( Alunni-Menichini et al., 2014 ;

uria et al., 2016 ; Vogel and Machizawa, 2004 ). 

An exploratory analysis of ERL in a broad post-stimulus interval re-

ealed that SACN amplitudes were larger when acoustic speech was

aired with visually uninformative speech compared to auditory-only

peech ( Fig. 5 a). Critically, since the same type of auditory informa-

ion was presented in all three conditions, any modulations of SACN

mplitude can only be due to changes in the visual input. Consequen-

ially, we argue that the modulations of SACN amplitude clearly indicate

ross-modal interactions in working memory. Larger SACN amplitudes

n the visually uninformative condition are in line with previous ob-

ervations in visual search experiments, showing that the magnitude of

he sustained contralateral negativity depends on the degree of post-

elective processing that is required to extract detailed object infor-

ation from working memory representations ( Luria & Vogel, 2011 ;

öllner et al., 2013 ). While the differences between conditions only oc-

urred in a relatively small time-window in the stimulus-locked ERLs,

 response-locked analysis showed that the effect strongly varied with

esponse latencies. Accordingly, the overall amplitudes in the response-

ocked ERLs appeared to be larger. This observation is consistent with

revious work in the visual domain, illustrating that the SPCN co-varies

ith response time ( Drisdelle & Jolic œ ur, 2019 ; Schneider et al., 2014 )

nd in a broader context, also corroborates the newly emerging per-

pective on working memory that emphasizes its role for guiding ac-

ions ( Heuer et al., 2020 ; Rösner et al., 2022 ; Schneider et al., 2017 ;

an Ede, 2020 ). The response-locked analysis further revealed an ad-

itional cluster related to larger SACN amplitudes in the audiovisual-

ongruent compared to the auditory-only condition shortly before re-

ponse onset ( Fig. 5 b). Hence, overall, it appears that the additional

resence of visual speech content results in a greater cross-modal en-

agement of auditory short-term memory processes than acoustic speech

lone. This is likely – at least in part – due to the dynamic proper-

ies of the audiovisual speech material used in the present study. For

nstance, the lip-movement outlasted the auditory speech articulation

completed after on average 550 ms) by on average ∼70 ms. Further,

he fade-out of the video did not start until several hundred millisec-

nds later. Hence, as the (audio-) visual input continues to evolve across

ime, this poses prolonged requirements on working memory in order to

aintain a coherent percept of the incoming speech signal. Consistent

ith this interpretation, the late oscillatory power dynamics in the theta

and suggest that in particular the two audiovisual conditions require

dditional demands for cognitive control once the acoustic speech input

ades away, but the visual stimuli are still evolving. Accordingly, the

luster-based permutation analysis revealed two late clusters ( ∼300 –

00 ms), showing higher theta power for the audiovisual congruent as

ell as the visually-uninformative condition compared to auditory-only

peech presentation ( Fig. 6 d and Fig. 6 e). 
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.6. Conclusion and future work 

In summary, the present findings add to a growing body of research

ddressing the interplay between modalities when navigating in an es-

entially multisensory environment. We show that covertly attending

o a task-relevant auditory speech stream was naturally accompanied

y covert attention to the co-occurring visual speech input (i.e., the

peaker’s face), even if the presented lip movements were essentially

nrelated to the acoustic articulations, suggesting automatic audiovi-

ual binding and object-based attentional orienting. Here, we argue that

his effect relies on the largely preserved temporal coherence between

isual and auditory speech in the visually uninformative condition. Fu-

ure work could provide further insights regarding the audiovisual ob-

ect properties required for spatial attention to spread across modalities

y manipulating the temporal (a)synchrony between modalities and the

erceptual complexity of the visual stimulus material. 

Surprisingly, even though behavioral measures clearly indicated that

oth congruent and uninformative visual cues aided the listeners to lo-

alize a task-relevant sound, this behavioral audiovisual facilitation ef-

ect was not reflected in ERP correlates of attentional selection. Using

ynamic recordings of naturalistic audiovisual speech stimuli, this ex-

ends the largely auditory literature on attentional orienting in complex

uditory scenes and provides new insights on cross-modal interactions

t the audiovisual cocktail-party. 
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